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Introduction
With the rapid expansion of the wireless/RF marketplace, there 
has been a proliferation of companies entering the fray to design 
the next winning wireless connectivity product. For many, it is 
their first attempt to design a PLL synthesized wireless 
communication transceiver. 

The major basic requirements in the design of a PLL frequency 
synthesizer are to achieve the performance goals of low phase noise, 
low spurious output and to step, or hop, from one frequency to 
another in a specified amount of time. 

Unfortunately, most of the articles and books written about 
designing the Loop Filter for PLL synthesizers dwell in the 
theoretical and try to cover the subject for all cases of PLL 
synthesizer design. This article will consider the design of a simple 
passive three-pole Loop Filter typically used in low voltage, low 
operating bandwidth synthesizer applications. This approach will 
simplify and demystify the Loop Filter design procedure.

Thanks to current levels of semiconductor integration, the 
components that make up the total synthesizer solution consist of a 
PLL IC for the control portion of the synthesizer, a Reference 
Oscillator and a hybrid VCO. The only external components 
needed are the DC decoupling elements, RF by-pass elements, and 
the passive Loop Filter components.

Figure 1. Basic PLL Layout

Presented here are the design calculations that have been used to 
develop Loop Filter solutions for many PLL applications. These 
calculations have been found to achieve the expected performance 
goals.

If the information used in the calculations is accurate, the PLL 
synthesizer will perform as designed. Experience has shown if the 
PLL synthesizer does not perform as expected, some component 
part or device specification is in error. 

The simplified Loop Filter design formulas, found in Fujitsu’s 
Super PLL Application Guide, are detailed below. The formulas are 
based upon the use of a basic passive two-pole Loop Filter along 
with a single-pole spur filter as shown in Figure 2.

Figure 2. Loop Filter Configuration

Terms
fstep – Maximum frequency change during a step or hop, from one 
frequency to another.

ts – The desired time for the carrier to step to a new frequency.

fa – The frequency of the carrier, within the desired time (ts), after 
a step or hop. This is normally 1000 Hz. 

ξ – Damping Factor - 0.707 is the typical choice

fn – Natural frequency

Icp – Charge Pump Current

Kvco – VCO sensitivity

ln – Natural LOG

Basic Calculations
1. Determine the maximum dividing ratio, N.

2. Calculate fn (natural frequency).
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3. Calculate capacitor C2.

4. Calculate resistor R1.

5. Calculate capacitor C1.

6. Calculate R2 and C3 – the spur filter.

R2 and C3 are used to reduce any “spurs” caused by the reference 
frequency. The product of R2 and C3 should be at least 1/10 the 
product of C2 and R1.

Design Example
First you must define the basic synthesizer requirements for your 
application. Then define the active component's specifications.

For this example, a hypothetical application with arbitrary low-
side injection is specified. It will use the Fujitsu MB15F08SL PLL 
IC and a VCO with a 25 volt/MHz sensitivity. 

Application Requirements

Identify the Active Component Specifications

Step by Step Example Calculations
1. Determine N

2. Determine fn

3. Calculate C2

4. Calculate R1

5. Calculate C1

6. Determine R2 and C3 – the spur filter

The product of R2 and C3 should be about 1/10 the product of R1 
and C2.

Frequency Range: 1675 to 1735 MHz
Channel Spacing: 200 KHz
Maximum Frequency Hop: 60 MHz
Frequency Hop time: 500 microseconds
Frequency Accuracy after the 
specified Hop time: 1000 Hz

VCO sensitivity: 25 MHz/V
PLL IC Charge Pump current: 6 mA
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2
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10
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Figure 3. Loop Filter Components to the Nearest Standard Values

After the Loop filter values have been calculated, the Loop 
Bandwidth can be calculated.

Knowing the Loop Bandwidth will help determine if the PLL is 
operating correctly when the Phase Noise is displayed on a 
Spectrum Analyzer.

Loop Bandwidth Calculation

Loop Bandwidth Calculation for this Example

The following graphs show the performance of the PLL synthesizer 
using the calculated values. 

The graphs confirm that the calculations work well for designing 
Loop Filters to be used in many of today's PLL applications.

Figure 4 shows the excellent Phase Noise performance of the RF 
PLL of Fujitsu’s new MB15F08SL dual 2.5/1.1 GHz PLL using 
the calculated Loop Filter values.  

Marker “0” shows the Phase Noise inside the loop is –80.5 dBc/Hz. 
Marker “1” shows the loop bandwidth is 16000 Hz.

Figure 4. Phase Noise

Figure 5 shows the 200 KHz spurious signals to be an impressive 
-87.7 dBc, typical of the new Fujitsu SL Series of advanced PLL 
synthesizers, giving optimum performance for the latest digital 
wireless communications designs. 

Figure 5. Spurious Response
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Figure 6 shows that it takes 514 microseconds to change the 
frequency from 1675 MHz to 1735 MHz ±1000 Hz.

Figure 6. Hop Time

PLL Synthesizer Practical Considerations

Capacitors
An important part of the Loop Filter design is the use of 
components that will not degrade the performance of the 
synthesizer. The capacitors must have very low leakage. 

Ceramic capacitors should not be used. The piezo-electric effect 
can cause noise and even microphonics on the VCO tuning line. 

Film capacitors are recommended.

Resistors
The resistors should be the Metal or Carbon film type. Carbon 
composition is not recommended.  

PCB Layout
The layout of the PC board can affect the level of VCO spurious 
signals and noise.

There are two very important things to do when laying out the PC 
board to reduce noise and spurs.

First, provide the shortest possible ground path between the PLL 
IC ground pins, Loop Filter ground, and the ground for the VCO 
Varicap tuning diode. If a packaged VCO is being used, it should 
be mounted close to the PLL IC and Loop Filter.

Second, bypass the Vcc lines that feed the PLL chip with a small 
value capacitor (0.1 mfd) and a large value capacitor (10 mfd). 
These capacitors should be placed as close as possible to the Vcc 
pins. Bypassing should also be used for the VCO. If the PLL and 
the VCO use the same Vcc, a 22-ohm resistor should be placed in 
the Vcc line between them to improve the isolation.

Conclusion
The purpose of this application note is to show that it is not 
difficult to design a high performance PLL synthesizer using the 
highly integrated parts available today. 

Synthesizers operating well above 2000 MHz can be built with 
relatively few problems, provided good RF techniques are used for 
board layout and parts placement.
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Time of Peak Frequency-Error with Phase-Step Applied 
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See Figure 2-21 and Figure 2-22.  
Tpk corresponds to the first point in time where dfo/dt = 0. 
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Maximum Frequency-Error with Phase-Step Applied 
 Use (2.31) in (2.28). (2.33) 
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% Transient Frequency Overshoot for Frequency-Step Applied 
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(2.35) 
 
 
(2.36) 

Linear Hold-In Range with Frequency-Step Applied (Without Cycle-Slip) 
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See Figure 2-25. 
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Linear Settling Time with Frequency-Step Applied (Without Cycle-Slip) (Approx.) 
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for applied frequency-step of ∆F and residual δ F remaining at lock 
See Figure 2-26. 

 
(2.38) 

                                                           
1 The peak occurrence time is precisely one-half that given by (2.34). 
2 See Figure 2-24 for time of occurrence Tpk for peak overshoot/undershoot with ωn = 2π. Amount of overshoot/undershoot in 
percent provided in Figure 2-23. 
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2.3.2.2 Second-Order Gear Result for H1(z) for Ideal Type-2 PLL 
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Figure 2-32 Second-order Gear redesign of H1(s) (2.4). 
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2.3.3 Higher-Order Differentiation Formulas 

In cases where a precision first-order time-derivative f (xn+1) must be computed from an equally 
spaced sample sequence, higher-order formulas may be helpful.8 Several of these are provided here 
in Table 2-2. The uniform time between samples is represented by Ts. 

 

                                                           
8  Precisions compared in Book CD:\Ch2\u14028_diff_forms.m. 
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Figure 5-9 Strong interfering channels are heterodyned on top of the desired receive channel by local oscillator sideband 
noise. 
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Figure 5-10 Baseband spectra10 caused by reciprocal mixing between a strong interferer that is offset 4B Hz higher in 
frequency than the desired signal and stronger than the desired signal by the dB amounts shown.  
 
The first term in (5.28) 2BLFloor is attributable to the ultimate blocking performance of the receiver 
as discussed in Section 5.3. The resultant output SNR versus input SNR is given by 
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It is worthwhile to note that the interfering spectra in Figure 5-10 are not uniform across the 

matched-filter frequency region [–B, B]. Multicarrier modulation like OFDM (see Section 5.6) will 
potentially be affected differently than single-carrier modulation such as QAM (see Section 5.5.3) 
when the interference spectrum is not uniform with respect to frequency. 

The result given by (5.29) is shown for several interfering levels versus receiver input SNR in 
Figure 5-11. 
                                                           
10  Book CD:\Ch5\u13157_rx_desense.m. Lorentzian spectrum parameters: Lo = –90 dBc/Hz,  fc = 75 kHz, LFloor = –160 
dBc/Hz, B = 3.84/2 MHz. 
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of 3° rms phase noise is shown in Figure 5B-8. The tail probability is worse than the exact 
computations shown in Figure 5-17 but the two results otherwise match very well. 
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Figure 5B-6 Channel cutoff rate,7 Ro, for 16-QAM with static phase errors as shown, from (5B.16). 
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Figure 5B-7 Ro for8 16-QAM versus Eb/No for 5° rms phase noise from (5B.18) (to accentuate loss in Ro even at high SNR 
values). 
                                                           
7  Book CD:\Ch5\u13176_rolo.m. 
8  Ibid. 
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required, however, because the offset current will introduce its own shot-current noise contribution, 
and the increased duty-cycle of the charge-pump activity will also introduce additional noise and 
potentially higher reference spurs. Single-bit ∆-Σ modulators are attractive in this respect because 
they lead to the minimum-width phase-error distribution possible. 
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Figure 8-70 Charge-pump (i) dead-zone and (ii) unequal positive versus negative error gain. 
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Figure 8-71 Phase error power spectral density48 for the MASH 2-2 ∆-Σ modulator shown in Figure 8-55 with M = 222, P = 
M/2 + 3,201, and 2% charge-pump gain imbalance. Increased noise floor and discrete spurs are clearly apparent compared to 
Figure 8-56. 
 

Classical random processes theory can be used to provide several useful insights about 
nonlinear phase detector operation. In the case of unequal positive-error versus negative-error phase 
detector gain, the memoryless nonlinearity can be modeled as 

 
 ( )0pd in in inθ φ α φ φ= + >  (8.39) 
 
where α represents the additional gain that is present for positive phase errors.  The instantaneous 
phase error due to the modulator’s internal quantization creates a random phase error sequence that 
can be represented by 
                                                           
48  Book CD:\Ch8\u12735_MASH2_2_nonlinear.m. 
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the sampling-point within each symbol-period after the datalink signal has been fully acquired. In 
the example results that follow, the data source is assumed to be operating at 1 bit-per-second, 
utilizing square-root raised-cosine pulse-shaping with an excess bandwidth parameter β = 0.50 at 
the transmitter. The eye-diagram of the signal at the transmit end is shown in Figure 10-15. The 
ideal matched-filter function in the CDR is closely approximated by an N = 3 Butterworth lowpass 
filter having a –3 dB corner frequency of 0.50 Hz like the filter used in Section 10.4. The resulting 
eye-diagram at the matched-filter output is shown in Figure 10-16 for Eb/No = 25 dB. 
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Figure 10-14 ML-CDR implemented with continuous-time filters based on the timing-error metric given by (10.21). 
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Figure 10-15 Eye diagram15 at the data source output assuming square-root raised-cosine pulse shaping with an excess 
bandwidth parameter β = 0.50. 
 

A clear understanding of the error metric represented by v(t) in Figure 10-14 is vital for  
understanding how the CDR operates. The metric is best described by its S-curve behavior versus 
input Eb/No as shown in Figure 10-17. Each curve is created by setting the noise power spectral 
density No for a specified Eb/No value with Eb = 1, and computing the average of v( kTsym+ ε ) for k = 
[0, K] as the timing-error ε is swept across [0, Tsym]. The slope of each S-curve near the zero-error 
steady-state tracking value determines the linear gain of the metric that is needed to compute the 
closed-loop bandwidth, loop stability margin, and other important quantities. For a given input SNR, 
                                                           
15  Book CD:\Ch10\u14004_ml_cdr.m. 
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the corresponding S-curve has only one timing-error value εo for which the error metric value is zero 
and the S-curve slope has the correct polarity. As the gain value changes with input Eb/No, the 
closed-loop parameters will also vary. For large gain variations, the Haggai loop concept explored 
in Section 6.7 may prove advantageous. 
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Figure 10-16 Eye diagram16 at the CDR matched-filter output for Eb/No = 25 dB corresponding to the data source shown in 
Figure 10-15 and using an N = 3 Butterworth lowpass filter with BT = 0.50 for the approximate matched-filter. 
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Figure 10-17 S-curves17 versus Eb/No corresponding to Figure 10-16 and ideal ML-CDR shown in Figure 10-14. Eb = 1 is 
assumed constant. 
 

A second important characteristic of the timing-error metric is its variance versus input Eb/No 
and static timing-error ε. For this present example, this information is shown in Figure 10-18. The 
variance understandably decreases as the input SNR is increased, and as the optimum time-
alignment within each data symbol is approached. The variance of the recovered data clock σclk

2 can 
be closely estimated in terms of the tracking-point voltage-error variance from Figure 10-18 denoted 
by σve

2 (V2), the slope (i.e., gain) of the corresponding S-curve (Kte, V/UI) from Figure 10-17, the 
symbol rate Fsym (= 1/Tsym), and the one-sided closed-loop PLL bandwidth BL (Hz) as 
                                                           
16  Ibid. 
17  Ibid. 


