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Approximation for 2 2I Q+  
 
James A. Crawford 
 
 
 A commonly used approximation for this 
quantity is 
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Assuming a large number of OFDM subcarriers in 
the intended application, I and Q appear to both be 
Gaussian thereby making r a Rayleigh-distributed 
random variable where 
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We are interested in the ratio 
 

 
( ) ( )η

+
=

+2 2

max , 0.375min ,I Q I Q

I Q
 (3) 

 
From symmetry, it suffices to consider a limited 
range for θ as 0 / 4θ π≤ ≤ . Letting 
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leads to 
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and 
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where 0.375γ = . It is worthwhile evaluating just 
how good this choice for γ  really is.  
 We seek then to minimize the mean-square 
error given by 
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Minimizing this error with respect to γ by 
differentiation leads to the equation 
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which upon solving gives the optimal value for γ as 
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Since 
1 1 1

0.3 0.3125
2 8 16

≈ − − = , it’s attractive 

to consider using this binary-weighted value for γ but 
with the subtractions involved, this is not as 
convenient for a digital solution as desired. We note 
that 
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Therefore, the improved value for γ of 0.3125 is 
helpful by almost a factor of two, but its 
implementation in an ASIC is still not as attractive as 
a value of 0.375= ¼ + 1/8. 

Figure 1 Error Versus Gamma Value Choice1 
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The worst-case peak-to-peak error can be kept to 
within ±0.50 dB by choosing 

0.34375 (1/ 4 1/ 16 1/ 32)γ = = + +  but the 
complexity involved in this computation is more than 
desired. 

                                                           
1  From M11589 
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Figure 2 Peak-to-Peak Errors Versus Gamma 
Choice 
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In the end, 
1 1

0.375
4 8

γ = = +  was adopted for its 

ease of implementation and its comparatively good 
error performance. 
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